VOLUME 6 | ISSUE 2 NOVEMBER 2025 ISSN: 2582-7340

VOLUME 6 | ISSUE 2

INTERNATIONAL JOURNAL OF ADVANCED LEGAL RESEARCH

REGULATORY APPROACHES TO Al SAFETY: A COMPARATIVE
ANALYSIS OF EMERGING FRAMEWORKS

- Jinesh M! & Sayana M S?

Abstract

As artificial intelligence systems become increasingly sophisticated and integrated into critical
infrastructure, healthcare, transportation, and other essential sectors, the need for robust
regulatory frameworks to ensure Al safety has become paramount. This paper examines the
evolving landscape of Al safety regulation across major jurisdictions, including the European
Union, the United States, China, and the United Kingdom. Through comparative analysis, we
identify key regulatory approaches, their underlying principles, implementation challenges, and
potential effectiveness in mitigating Al risks. The research reveals a growing convergence
around risk-based frameworks, though with significant variations in enforcement mechanisms,
technical standards, and governance structures. We conclude with recommendations for a more
harmonized global approach to Al safety regulation that balances innovation with necessary

safeguards.

Artificial intelligence technologies are rapidly transforming economies and societies worldwide,
prompting governments and international bodies to develop regulatory frameworks addressing
their unique risks and challenges. This paper provides a comparative analysis of emerging Al
safety regulatory approaches across major jurisdictions, examining their foundational

principles, scope, and enforcement mechanisms.

The analysis reveals distinct regulatory philosophies, with the European Union's Al Act adopting

a risk-based approach categorizing Al systems according to potential harm levels, while the
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United States pursues a more sector-specific strategy through existing regulatory bodies.
Notably, China's framework emphasizes national security and algorithmic transparency,
whereas the United Kingdom has opted for a principles-based approach prioritizing innovation

alongside safety.

Key convergence areas include requirements for high-risk Al system documentation, human
oversight provisions, and transparency obligations. Divergences emerge regarding enforcement
mechanisms, with penalties ranging from modest fines to market access restrictions.
Additionally, jurisdictions differ in their treatment of general-purpose Al systems, with some
frameworks imposing distinct obligations on foundation model developers versus deployers.

The comparative analysis suggests an evolving global regulatory landscape where tensions
between innovation and precaution remain unresolved. Early evidence indicates risk-based
frameworks may provide greater regulatory certainty while allowing flexibility for technological
advancement. However, challenges persist in addressing risks from advanced Al capabilities like

autonomous replication and deception.

This paper concludes that effective Al safety regulation requires balancing prescriptive rules

with adaptive governance mechanisms capable of responding to rapidly evolving technologies.

International coordination remains essential to prevent regulatory arbitrage and establish
minimum safety standards while accommodating legitimate variations in societal values and risk

preferences across jurisdictions.

Keywords: artificial intelligence, Al safety, regulation, risk assessment, compliance,

governance, technical standards

1. Introduction

The rapid advancement and deployment of artificial intelligence (Al) technologies across
virtually all sectors of society has triggered significant concerns regarding their safety, reliability,
and potential for unintended consequences. From autonomous vehicles and medical diagnostic
systems to facial recognition and algorithmic decision-making in critical infrastructure, Al

systems now operate in domains where failures could result in significant harm to individuals or
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society®. This reality has prompted governments, international organizations, and industry

stakeholders to develop regulatory frameworks aimed at ensuring Al systems are designed,
developed, and deployed safely.

Al safety encompasses a broad spectrum of concerns, including but not limited to: technical
robustness and reliability; transparency and explainability; data quality and bias; cybersecurity
vulnerabilities; and alignment with human values and objectives (Russell, 2019). The cross-
cutting nature of these issues and the wide-ranging applications of Al technologies present
unique challenges for regulators, who must balance safety imperatives with the desire to foster

innovation and maintain competitive advantages in Al development.

This paper presents a comparative analysis of emerging regulatory approaches to Al safety
across major jurisdictions and international bodies. We examine the fundamental principles,
governance structures, technical standards, and enforcement mechanisms that characterize these
frameworks. By identifying commonalities, divergences, and implementation challenges, we aim
to contribute to the ongoing discourse on effective Al safety regulation and propose pathways

toward more harmonized global governance of Al technologies®.

The analysis reveals a growing consensus around risk-based regulatory approaches, though with
significant variations in how risks are categorized, assessed, and mitigated. We find that
jurisdictions are increasingly moving beyond voluntary guidelines toward mandatory
requirements for high-risk Al applications, while exploring innovative governance mechanisms
that can adapt to rapidly evolving technologies. Nevertheless, critical challenges remain in areas
such as technical standards development, regulatory capacity, cross-border enforcement, and the

integration of diverse stakeholder perspectives.

2. Comparative Analysis of Regulatory Frameworks

2.1 European Union: The Al Act

% Stuart Russell, Human Compatible: Artificial Intelligence and the Problem of Control (Penguin 2019) 45-67
4 European Commission, Regulation of the European Parliament and of the Council Laying Down Harmonised
Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts (2024).
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The European Union's proposed Artificial Intelligence Act represents the most comprehensive
regulatory framework for Al safety to date. Introduced in April 2021 and finalized in March
2024, the Al Act adopts a risk-based approach that categorizes Al systems according to their

potential for harm (European Commission, 2024)°.

2.1.1 Risk Classification System
The Al Act establishes a four-tier risk classification:

1. Unacceptable Risk: Al systems deemed to pose a clear threat to safety, livelihoods, or
fundamental rights are prohibited. These include social scoring systems by public
authorities, real-time biometric identification in public spaces (with limited exceptions),
emotion recognition in workplaces or educational settings, and systems that manipulate
human behavior to circumvent free will.

High-Risk: Al systems used in critical infrastructure, education, employment, essential
services, law enforcement, migration, and justice administration are subject to strict
requirements. This category also includes Al systems that are components of products
subject to EU safety legislation.

Limited Risk: Systems such as chatbots and deepfakes that pose transparency concerns
but not significant safety risks must meet transparency obligations, such as disclosure of
Al-generated content.

Minimal Risk: All other Al systems face minimal regulation but are encouraged to adopt

voluntary codes of conduct.
2.1.2 Requirements for High-Risk Al Systems
For high-risk Al systems, the Al Act mandates:

e Risk management systems throughout the Al lifecycle
e Data governance protocols to ensure quality and representativeness
e Technical documentation and record-keeping

e Transparency and information provision to users

> The White House, Executive Order on the Safe, Secure, and Trustworthy Development and Use of Artificial
Intelligence, Executive Order 14110 (30 October 2023).
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Human oversight of system operation
Robustness, accuracy, and cybersecurity measures
Conformity assessments before market placement

Registration in an EU database for high-risk Al systems
2.1.3 Governance and Enforcement

The Act establishes a European Artificial Intelligence Board comprising member state
representatives and the European Commission. This Board will facilitate harmonized
implementation, issue guidance, and establish best practices. Additionally, each member state

must designate national competent authorities for supervision and market surveillance.

Enforcement includes substantial penalties for non-compliance, with fines up to €35 million or
7% of global annual turnover for the most serious violations (unacceptable-risk Al systems), €15

million or 3% for other violations of the Act's obligations, and €7.5 million or 1.5% for

providing incorrect information®.

2.1.4 Special Provisions for General-Purpose Al Systems

The final version of the Al Act includes specific requirements for general-purpose Al models
(GPAIs) and foundation models with significant capabilities. Providers of these models must
conduct model evaluations, assess and mitigate systemic risks, report serious incidents, ensure

cybersecurity, and report on their energy efficiency’.

2.2 United States: Sectoral and Risk-Based Approaches

In contrast to the EU's comprehensive approach, the United States has pursued a more
fragmented regulatory strategy, combining sector-specific rules, agency guidance, and voluntary

standards.

2.2.1 Executive Order on Safe, Secure, and Trustworthy Al

 Food and Drug Administration, Artificial Intelligence and Machine Learning in Software as a Medical Device
(FDA 2023).
7 National Institute of Standards and Technology, Artificial Intelligence Risk Management Framework (Al RMF 1.0)
(NIST 2023)
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In October 2023, President Biden issued Executive Order 14110 on "Safe, Secure, and
Trustworthy Artificial Intelligence” (White House, 2023). The order directs federal agencies to:

Develop safety and security guidelines for Al systems, particularly for critical
infrastructure

Establish risk management frameworks for Al deployment

Protect against Al-enabled fraud and deception

Create an advanced cybersecurity program to address Al-specific threats

Require developers of powerful Al systems to share safety test results and other critical
information with the government

Label Al-generated content and detect deepfakes

Establish a National Al Safety Institute under the Department of Commerce

While the executive order represents a significant step toward more coordinated Al governance
in the US, it primarily relies on agency rulemaking within existing authorities rather than

creating a comprehensive new regulatory framework®.

2.2.2 Agency-Specific Approaches
Various federal agencies have undertaken Al safety initiatives within their domains:

e The Food and Drug Administration (FDA) has published guidance for Al-based medical
devices, including a proposed regulatory framework for modifications to Al/ML-based
Software as a Medical Device (FDA, 2023).

The National Highway Traffic Safety Administration (NHTSA) has developed guidance
for automated driving systems and is working on safety frameworks for autonomous
vehicles.

The Federal Trade Commission (FTC) has asserted authority to regulate unfair or
deceptive Al practices under existing consumer protection laws.

The Equal Employment Opportunity Commission (EEOC) has issued guidance on how

Al in hiring and employment decisions intersects with civil rights laws.

8 Cyberspace Administration of China, Regulations on the Administration of Algorithmic Recommendation of
Internet Information Services (4 January 2022, effective 1 March 2022).
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2.2.3 National Institute of Standards and Technology (NIST)

NIST has developed an Al Risk Management Framework (Al RMF) that provides voluntary
guidance for organizations developing and deploying Al systems (NIST, 2023). The framework

focuses on:

Governance (mapping, measuring, and managing Al risks)
Technical documentation throughout the Al lifecycle

Risk assessment and mitigation strategies

Regular testing and validation

Transparency and accountability mechanisms

This framework, while voluntary, is increasingly referenced in policy discussions and may

influence future regulatory requirements.
2.2.4 Legislative Proposals

Multiple Al safety bills have been introduced in Congress, though few have advanced to

enactment. Notable proposals include:

The Algorithmic Accountability Act, which would require companies to conduct impact
assessments for high-risk Al systems

The SAFE Innovation Framework for Al legislation, which proposes a risk-based
approach similar to the EU's Al Act

The Artificial Intelligence Research, Innovation, and Accountability Act, which would

establish a risk-based regulatory framework specifically for generative Al

2.3 China: The Dual Approach of Innovation and Control

China has developed a distinctive approach to Al safety regulation that combines strong support

for Al development with increasingly stringent oversight mechanisms®.

2.3.1 Algorithmic Recommendation Regulations

® Cyberspace Administration of China, Administrative Measures for Generative Artificial Intelligence Services (13
July 2023, effective 15 August 2023).
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The Cyberspace Administration of China (CAC) implemented the "Regulations on the
Administration of Algorithmic Recommendation of Internet Information Services" in March
2022 (CAC, 2022). These regulations:

Require algorithm providers to establish robust management systems for algorithmic
safety

Mandate ethical design and training procedures

Prohibit algorithms that endanger national security or social public interests

Require regular security assessments and technical validation

Establish user rights, including the right to opt-out of personalized recommendations
Mandate transparency in algorithm-based decisions

2.3.2 Generative Al Regulations

In July 2023, China implemented the "Administrative Measures for Generative Artificial

Intelligence Services," which specifically addresses safety requirements for generative Al (CAC,

2023)*°, Key provisions include:

Mandatory security assessments before public release

Content moderation to ensure outputs align with socialist values and do not subvert state
power

Technical measures to prevent generation of false information

Clear identification of Al-generated content

Provider responsibility for harms caused by their systems

Data security and personal information protection requirements
2.3.3 Al Governance Initiatives
Beyond specific regulations, China has developed broader Al governance frameworks:

e The New Generation Artificial Intelligence Development Plan outlines principles for safe

and controlled Al development

10 Center for Security and Emerging Technology, China's Al Standards and Testing Landscape (CSET 2023).
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The National Standardization Administration has released numerous Al standards
covering safety, ethics, and testing methodologies
The Ministry of Science and Technology has established governance principles

emphasizing harmony between Al development and safety

2.3.4 Technical Standards

China has been particularly active in developing technical standards for Al safety, with over 400
Al-related standards published or in development (CSET, 2023). These standards cover:

Data security and quality
Algorithm reliability and robustness
Testing and validation procedures
Security assessment methodologies

Risk management frameworks

2.4 United Kingdom: The Proportionate Approach

Following Brexit, the UK has developed a distinctive approach to Al safety regulation that

emphasizes proportionality and context-sensitive oversight.

2.4.1 White Paper on Al Regulation

In March 2023, the UK government published a white paper outlining its approach to Al

regulation (DSIT, 2023)!. Rather than creating a single comprehensive law, the UK opted for:

Empowering existing regulators to address Al risks within their domains

Establishing central principles (safety/security, transparency, fairness, accountability,
governance, contestability) to guide regulatory actions

Developing cross-sectoral guidance on regulatory best practices

Creating a central Al Safety Institute to research and mitigate catastrophic risks from

frontier Al systems

11 Department for Science, Innovation and Technology, A Pro-Innovation Approach to Al Regulation, White Paper
(29 March 2023).
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2.4.2 Al Safety Institute

The UK Al Safety Institute, established in November 2023, represents a novel approach focused
specifically on advanced Al systems that could pose systemic risks (UK Government, 2023). The

Institute:

Conducts independent safety testing of advanced Al models
Researches technical methods for ensuring safety of frontier systems
Develops standards and tools for evaluating capabilities and risks
Shares findings with international partners and stakeholders

Provides scientific and technical expertise to inform government policy

2.4.3 Sectoral Application

Under the UK's proportionate approach, sector regulators are developing domain-specific

guidance:

The Information Commissioner's Office (ICO) has published guidance on Al and data
protection compliance

The Financial Conduct Authority (FCA) has issued guidance on Al usage in financial
services

The Medicines and Healthcare products Regulatory Agency (MHRA) has developed
frameworks for Al as a medical device

The Competition and Markets Authority (CMA) has examined competitive implications

of Al deployment

2.4.4 International Coordination

The UK has emphasized international collaboration on Al safety, hosting the Al Safety Summit
at Bletchley Park in November 2023'2. This led to the Bletchley Declaration, signed by 28

countries and the EU, which acknowledged potential risks from frontier Al and committed to

international cooperation on Al safety (UK Government, 2023b).

12 UK Government, UK Establishes Al Safety Institute to Evaluate and Reduce Risks Posed by Al (2 November
2023).
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3. Key Regulatory Approaches and Their Implications

3.1 Risk-Based Classification Systems

A common thread across emerging regulatory frameworks is the adoption of risk-based
approaches that calibrate regulatory requirements according to an Al system's potential for harm.
While the specific categorizations vary across jurisdictions, this approach enables proportionate
regulation that focuses oversight on higher-risk applications while allowing lower-risk

innovations to flourish with minimal constraints.

The EU's tiered system (unacceptable, high, limited, minimal) represents the most developed
classification framework, providing clear thresholds and criteria. The US approach, while less
formalized, similarly differentiates between critical and non-critical applications, particularly in
sectoral regulations. China's framework emphasizes national security and social harmony

considerations in risk assessment, while the UK advocates for context-specific risk evaluations.

A key challenge in risk-based approaches is maintaining regulatory flexibility as technologies
evolve. Systems initially classified as low-risk may develop capabilities that warrant stricter
oversight, necessitating periodic reassessment mechanisms. Additionally, risk classification
requires clear metrics and evaluation criteria to ensure consistent application and prevent

regulatory arbitrage.

3.2 Technical Standards and Requirements

Technical standards play a crucial role in operationalizing regulatory requirements for Al safety.

Standards development is occurring through multiple channels:

International standards organizations (ISO, IEEE) are developing cross-cutting Al
standards

National standards bodies are creating jurisdiction-specific frameworks

Industry consortia are establishing self-regulatory technical specifications

Regulatory authorities are defining compliance criteria

Key areas addressed by technical standards include:
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Robustness and reliability: Ensuring Al systems function as intended under normal
conditions and maintain acceptable performance under stress or when facing adversarial
inputs

Transparency and explainability: Enabling understanding of how Al systems reach
decisions, particularly for high-consequence applications

Data quality and governance: Establishing protocols for data collection, preprocessing,
and validation to prevent bias and ensure representativeness

Security measures: Protecting Al systems from tampering, poisoning, or unauthorized
access

Testing methodologies: Standardizing approaches to verify safety claims and assess

compliance

A significant challenge is the gap between rapidly evolving Al capabilities and the relatively
slow pace of standards development. Standards bodies are experimenting with more agile
approaches, including living documents and iterative frameworks that can adapt to technological

change.

3.3 Governance Structures
Regulatory frameworks establish various governance structures to oversee Al safety:

Centralized regulators: Dedicated Al oversight bodies with broad authority (e.g.,
proposed European Al Board)

Distributed oversight: Multiple sectoral regulators applying domain-specific expertise
(UK approach)

Hybrid models: Central coordination bodies working alongside domain regulators (US
National Al Initiative Office)

Public-private partnerships: Collaborative governance involving industry, government,

and civil society

Effective governance requires both technical expertise and democratic accountability. Regulatory

bodies must have sufficient technical capacity to evaluate complex Al systems while remaining

responsive to public concerns. This has prompted experimentation with novel institutional
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arrangements, such as technical advisory committees, regulatory sandboxes, and stakeholder

forums.

3.4 Compliance and Enforcement Mechanisms

Regulatory frameworks employ various mechanisms to ensure compliance with Al safety

requirements:

Pre-market approval: Conformity assessments or regulatory clearance before
deployment (EU high-risk systems, China's generative Al)

Continuous monitoring: Ongoing oversight throughout the system lifecycle

Audit requirements: Third-party verification of safety claims and compliance
Certification schemes: Standardized assessment of safety characteristics

Penalties and remedies: Sanctions for non-compliance, ranging from monetary penalties

to operational restrictions

The effectiveness of these mechanisms depends on several factors, including regulatory
resources, technical capabilities, and international coordination. Enforcement challenges are
particularly acute for Al systems deployed across jurisdictions or developed by entities outside a

regulator's direct reach.

3.5 International Harmonization Efforts

Given the global nature of Al development and deployment, international coordination on safety

regulation has become increasingly important. Several initiatives aim to promote regulatory

alignment:

The Global Partnership on Artificial Intelligence (GPAI) facilitates collaboration on
responsible Al among democracies

The OECD Al Principles provide a common normative framework endorsed by over 40
countries

The UNESCO Recommendation on the Ethics of Al establishes shared ethical principles
Bilateral cooperation mechanisms, such as the EU-US Trade and Technology Council's

Al working group
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Despite these efforts, significant regulatory divergence persists, creating compliance challenges
for global Al developers. Areas of ongoing tension include appropriate risk thresholds, privacy
standards, national security exceptions, and liability regimes.

4. Implementation Challenges

4.1 Technical Complexity and Expertise Gaps

Effective Al safety regulation requires sophisticated technical understanding that many
regulatory bodies currently lack. This expertise gap poses several challenges:

Difficulty in evaluating compliance with technical requirements
Vulnerability to regulatory capture by industry experts
Challenges in distinguishing genuine safety concerns from theoretical risks

Inability to keep pace with rapid technological advancement

Addressing these challenges requires significant investment in regulatory capacity-building,
including recruitment of technical experts, training programs for existing staff, and development

of specialized assessment tools.

4.2 Balancing Safety and Innovation

A persistent challenge in Al safety regulation is striking an appropriate balance between
safeguarding against potential harms and enabling beneficial innovation. Overly restrictive
approaches may impede development of valuable Al applications, while insufficient oversight

could permit deployment of unsafe systems.

Different jurisdictions have adopted varying positions on this spectrum, with the EU generally

emphasizing precaution, the US prioritizing innovation, China focusing on alignment with

strategic objectives, and the UK seeking a middle path. These differences reflect broader societal

values and regulatory philosophies.
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The challenge is particularly acute for emerging Al capabilities where risks remain speculative
or uncertain. Regulatory frameworks must incorporate flexibility mechanisms that can adapt as

understanding of risks evolves.

4.3 Global Coordination and Regulatory Arbitrage

The transnational nature of Al development creates opportunities for regulatory arbitrage,
whereby developers may relocate to jurisdictions with less stringent safety requirements. This
dynamic undermines regulatory effectiveness and potentially creates competitive disadvantages

for entities in more regulated markets.

Addressing this challenge requires greater international coordination on minimum safety
standards and enforcement cooperation. Initiatives such as the Bletchley Declaration represent
steps toward such coordination, though significant differences in regulatory philosophy and

national interests complicate harmonization efforts*®.

4.4 Definitional and Scope Challenges

Basic definitional questions continue to complicate regulatory efforts. What constitutes an Al
system remains inconsistently defined across frameworks, creating uncertainty about which

technologies fall within regulatory scope. Similarly, concepts like "high-risk," “transparency,"

and "explainability" lack uniform interpretation.

These definitional ambiguities create compliance challenges for developers operating across
jurisdictions and may undermine the effectiveness of safety measures. Greater standardization of

key terminology and concepts would facilitate more coherent global governance.

5. Emerging Trends and Future Directions

5.1 Convergence Around Risk-Based Approaches

13 UK Government, The Bletchley Declaration by Countries Attending the Al Safety Summit, 1-2 November 2023 (1
November 2023).
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Despite differences in implementation, a notable convergence around risk-based regulatory
frameworks is emerging. This convergence suggests potential for greater international alignment

around core principles, even as jurisdictions maintain distinctive approaches to implementation.

Future developments may include more standardized risk assessment methodologies and shared
categorization frameworks that facilitate cross-border recognition of compliance efforts.

5.2 Shift from Voluntary to Mandatory Measures

A clear trend across jurisdictions is the movement from voluntary guidelines toward mandatory
requirements, particularly for high-risk applications. This shift reflects growing recognition that
market incentives alone may be insufficient to ensure adequate safety protections.

This transition is occurring at different rates across jurisdictions and sectors, with critical
infrastructure, healthcare, and transportation seeing more rapid adoption of binding

requirements.

5.3 Focus on Systemic Risks from Frontier Al

Recent regulatory initiatives have increasingly addressed potential systemic risks from frontier or
general-purpose Al systems with advanced capabilities. The UK Al Safety Institute, provisions

for general-purpose Al in the EU Al Act, and requirements for powerful model developers in the

US Executive Order exemplify this trend*4.

This emerging focus raises novel regulatory questions about appropriate governance mechanisms
for systems with uncertain but potentially significant risk profiles. Traditional risk assessment
frameworks designed for domain-specific applications may prove inadequate for evaluating

systems with general capabilities and unpredictable applications.

5.4 Adaptive and Anticipatory Governance

The rapid pace of Al advancement has prompted experimentation with more adaptive regulatory

approaches, including:

14 Department for Science, Innovation and Technology, A Pro-Innovation Approach to Al Regulation, White Paper
(29 March 2023).
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Regulatory sandboxes that allow controlled testing of innovative applications
Horizon scanning mechanisms to identify emerging risks

Iterative standards development processes

Tiered enforcement that escalates with demonstrated risk

Conditional approvals with ongoing monitoring requirements

These approaches aim to maintain regulatory relevance in a domain characterized by rapid

technological change and uncertain risk profiles.

6. Recommendations for Effective Al Safety Regulation

Based on our comparative analysis, we propose the following recommendations for more

effective Al safety regulation:

6.1 Harmonize Core Safety Standards

While regulatory frameworks will necessarily reflect jurisdictional differences, greater alignment
on core safety standards would reduce compliance burdens and minimize regulatory arbitrage.

Priority areas for harmonization include:

Minimum technical requirements for high-risk applications
Testing and validation methodologies
Transparency and documentation standards

Risk assessment frameworks for general-purpose systems

International standards organizations and multi-stakeholder forums can facilitate this alignment

while respecting legitimate jurisdictional variations.

6.2 Develop Regulatory Capacity

Significant investment in regulatory capacity is essential to effective Al safety oversight. This

includes:
e Technical training programs for regulatory staff
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Recruitment of Al specialists into regulatory bodies
Development of specialized assessment tools and methodologies
Collaborative research programs with academia and industry

International exchange programs to share expertise and best practices

6.3 Implement Graduated Regulatory Approaches

Regulatory frameworks should incorporate graduated oversight that scales with risk level and
evolves as technologies mature. Such approaches might include:

Voluntary standards for nascent technologies with limited risk profiles
Mandatory reporting and monitoring as capabilities advance

Conformity assessments and pre-market approval for high-risk applications
Ongoing operational oversight for critical systems

This graduated approach allows regulatory requirements to evolve alongside technological

capabilities and emerging understanding of risks.

6.4 Establish International Coordination Mechanisms

Enhanced coordination mechanisms would facilitate more coherent global governance of Al

safety. Potential mechanisms include:

Mutual recognition agreements for conformity assessments
Information sharing protocols for safety incidents
Coordinated enforcement against cross-border violations
Joint technical working groups on emerging safety challenges

Regular high-level policy dialogues to align strategic approaches

6.5 Engage Diverse Stakeholders
Effective Al safety regulation requires input from diverse stakeholders, including:

e Technical experts from industry and academia

e Civil society organizations representing affected communities
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e End users with domain expertise
e Representatives from vulnerable populations

e Experts in ethics, law, and social science

Multi-stakeholder processes should inform both regulatory design and implementation, ensuring

frameworks address a comprehensive range of safety concerns.

7. Conclusion

This comparative analysis of regulatory approaches to Al safety reveals an evolving landscape
characterized by growing convergence around risk-based frameworks, increasing focus on
powerful general-purpose systems, and experimentation with adaptive governance mechanisms.
While significant differences persist across jurisdictions in implementation approaches,
enforcement mechanisms, and underlying regulatory philosophies, a common recognition of the

need for robust safety guarantees is evident.

The effectiveness of these emerging frameworks will depend on several factors, including
technical implementation capacity, international coordination, and ability to adapt to rapidly
evolving technologies. Particularly important will be striking an appropriate balance between

precautionary measures for high-risk applications and enabling beneficial innovation.

As Al capabilities continue to advance and deploy across critical domains, regulatory

frameworks will necessarily evolve. The most successful approaches will likely combine clear

baseline requirements with flexible mechanisms that can adapt to emerging risks and
opportunities. Furthermore, international alignment on core safety standards will be essential to

preventing regulatory arbitrage and ensuring consistent protection across jurisdictions.

Future research should examine the implementation and outcomes of these frameworks as they
mature, with particular attention to their effectiveness in preventing harm while enabling
beneficial applications. Additionally, continued exploration of innovative governance
mechanisms that can address the unique challenges posed by rapidly evolving Al systems will be

essential to developing truly effective safety regulation.
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